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Lesson-01
INTRODUCING APPLIED LINGUISTICS-I
Outline:
o Introducing Applied Linguistics (Li Wei, Guy cook & Allan n Cathy)
What is Language and What is Linguistics?
The Need and Scope of Applied Linguistics
Linguistics and Applied Linguistics: A Difficult Relationship
Applied Linguistics as a Problem-solving Approach
Applied Linguistics: Subject to Discipline
Doing Applied Linguistics: Methodological Considerations

0O O O O O O

Topic-001: Introduction to the Course

If you describe yourself as a linguist to other people outside the discipline, chances are that they
will ask you, ‘How many languages do you speak?’ But if you describe yourself as an Applied
Linguist, they may well go silent completely, wondering what they should say to you next. If you
are lucky, you might get asked, ‘Is that how to teach languages?’ or ‘Is that translation?” These
questions are not entirely unreasonable, as Applied Linguistics can mean different things to
different people, even among those who would describe themselves as Applied Linguists.

The International Association of Applied Linguistics (AILA) proclaims:

Applied Linguistics is an interdisciplinary field of research and practice dealing with practical
problems of language and communication that can be identified, analysed or solved by applying
available theories, methods or results of Linguistics or by developing new theoretical and
methodological frameworks in linguistics to work on these problems.

The AILA definition is both broad in including, potentially, many different areas such as child
language acquisition, language and communication disorders, multilingualism, language testing,
communication in the workplace, and so on, and narrow in relating Applied Linguistics to
linguistics proper.

What is Language and What is Linguistics?

All linguistics work, whatever specific perspective one may adopt, should ultimately have
something to say about the question, “What is this thing called language?’ (Nunan, 2013). Ron
Macaulay (2011) presents ‘Seven Ways of Looking at Language’:

e language as meaning

e language as sound

e language as form

e language as communication

e language as identity

e language as history
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e language as symbol
These can be summarized in three rather different conceptualizations of language:
1. as a particular representational system based on the biologically rooted language faculty;
2. as complex and historically evolved patterns of structures;
3. as asocial practice and a culturally loaded value system.

The different conceptualizations of language lead to very different methodological perspectives
which together constitute the field of linguistics today. The following are some of the commonly
occurring terms for different branches of linguistics: theoretical linguistics, formal linguistics,
descriptive linguistics, historical linguistics, sociolinguistics, psycholinguistics, neurolinguistics,
clinical linguistics, cognitive linguistics, forensic linguistics, educational linguistics,
computational linguistics, corpus linguistics and geo-linguistics.

To these we can add sub-branches, i.e., phonetics, phonology, morphology, syntax, semantics,
pragmatics, dialectology, discourse analysis, critical discourse analysis, stylistics, genre analysis,
second language acquisition and language pathology.

Indeed, the list of sub-braches can go on. It may be useful to look at the differences, but also
similarities, between these different kinds of linguistics in terms of the relationship between the
linguist who does the studying of language and the evidence he or she uses for the study, paying
particular attention to how the evidence is gathered and used in the analysis. The schematization
of the various approaches helps to highlight the commonalities as well as differences between the
various branches and sub-branches of linguistics.

Applied Linguists may apply one specific approach from these to the problems they wish to solve,
or be eclectic and use a combination of approaches. Moreover, Applied Linguists have applied
theories and models from other disciplines beyond linguistics. Indeed, contemporary Applied
Linguists feel free to draw on almost any field of human knowledge, and use ideas from
philosophy, education, sociclogy, feminism, Marxism and media studies, to name a random few.
They have, for example, explored psychological models such as declarative/procedural memory
and emergentism, mathematical models such as dynamic systems theory or chaos theory, early
Soviet theories of child development such as those of VVygotsky, French thinkers such as Foucault
and Bourdieu, and so on.

Ben Rampton (1997, p. 14) described Applied Linguistics as ‘an open field of interest in language’,
while David Block (2009) called it ‘an amalgam of research interests’.

Topic-002: The Need and Scope of Applied Linquistics

Applied linguistics is a theoretical term that covers interdisciplinary domain in linguistics to solve
real-world problems in the use of language in various contexts such as translation, literacy,
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language education and teaching, lexicography, and others which belong to the application of

language. The scope of applied linguistics can be summarized as follows:

1. Language and Teaching: This scope covers the approaches and methods which are used in
teaching second language.

2. Language and Society: This scope is also called sociolinguistics which studies the
relationship between the society and language. It answers some questions emerge in the use of
language in society.

3. Language and Education/Learning: There are some activities involve in this scope. They
are 1st language education, additional language education, clinical linguistics, and language
testing.

4. Language, Work, and Law: It covers the studies of workplace communication, language
planning, and forensic linguistics.

5. Language, Information, and Effect: The other studies such as literary sylistics, CDA
(Critical Discourse Analysis), translation and interpretation, and information design belong to
this scope.

While specific employers seek individuals with specific skills for specific jobs, all employers want
those with the ability to express themselves clearly, to solve novel problems and to present their
solutions in a clear and accessible form. These skills are central to the study of Applied Linguistics.
Applied Linguistics training prepares students well for employment in government agencies, non-
profit organizations, educational institutions and businesses. In a globalizing world today there is
a growing demand for people equipped to analyse language and language practice. Graduates with
a background in Applied Linguistics also gain an enhanced understanding of how people learn
first, second and foreign languages and of how language is used in the community. This knowledge
will be relevant to those who are interested in preparing for careers as language teachers, language
education and assessment experts, speech pathologists, interpreters and translators, and a variety
of jobs in industry where language and communication are issues of concern.

The following list of job titles comes from various databases of recent graduates who did an
Applied Linguistics degree or had Applied Linguistics as a major in their degree. There are, of
course, many other professions that are concerned with language and communication that Applied

_ can enter.

. Advertising 2. Administrative Assistant 3. Bilingual Assistant
Executive

4. Campaign 5. Teacher of English as a Foreign | 6. Teaching Assistant
Coordinator Language

7. Fund Raiser 8. Customer Relations Manager 9. Data Analyst

10. Dialect Coach 11. Document Processing Specialist 12. Careers Advisor

13. Editor 14. Educational Consultant 15. Translator/Interpreter

16. Event Manager 17. Community Project Manager 18. Grants Manager

19. Lab Manager 20. Human Resources Administrator 21. News Reporter
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22. Marketing Consultant | 23. Documentation Training Manager | 24. Resources Manager
25. Policy Analyst 26. Electronic Lexicographer 27. Student Advisor
28. Publisher 29. Communication Advisor 30. Technical Copy
Editor
31. Research Associate 32. Training and Development | 33. Technical Writer
Manager
34. Test Designer 35. Volunteer Services Coordinator 36. Web Developer
37. Youth Project
Manager

Topic-003: Lingquistics and Applied Linguistics: A Difficult Relationship

Linguistics and applied linguistics a difficult relationship...[Linguistics: is the academic discipline
concerned with the study of language in general. In some degree is bound to represent an abstract
idealization of language. One particularly influential type of idealization is that used in the
generative linguistics by Noam Chomsky. The representation of language in the mind
(competence) the way in which people use language in everyday life (performance)

Chomsky’s linguistics is not the only kind, we also have.... Sociolinguistics attempts to find
systematic relationships between social groupings and contexts, and the variable ways in which
languages are used.

In Functional linguistics the concern is with language as a means of communication, and how
people actually use their language. Corpus linguistics looks for the frequencies and combinations
in words that are not usually revealed by intuition.

Applied linguistics is not simply a matter of matching up findings about language with pre-existing
problems but of using findings to explore how the perception of these might be changed. The
methodology of applied linguistics must refer to findings and theories of linguistics, choosing
among the different schools and approaches, and making these relevant to the problem in hand. At
the same time, it must investigate and take into account the experience and needs of the people
involved in the problem itself. It must then seek to relate to these two perspectives to each other,
attempting perhaps, in the process, to reformulate each. Moreover, it must undertake investigation
and theorizing of its own.

Conceived of this way, applied linguistics is a quest for common ground. It establishes a reciprocal
relationship between experience and expertise, between professional concerns with language

problems and linguistics.

Topic-004: Applied Linquistics as a Problem-solving Approach
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While most Applied Linguists seem happy with the idea that their discipline is concerned, as AILA
proclaims, with ‘practical problems of language and communication’, the term ‘problem’ does
raise issues of its own. In one sense it means a research question posed in a particular discipline;
in another sense it is something that has gone wrong which can be solved.

Calling areas or topics problems fosters the attitude that there is something wrong with them.
Applied Linguists have to be clear that they are solving problems within an area of language use,
not regarding the area itself as a problem except in the research question sense. Language teaching,
for example, is not itself a problem to be solved; it may nevertheless raise problems that Applied
Linguists can resolve.

So what problems does Applied Linguistics solve?

If you are worried about your child’s speech, you are more likely to go to a speech therapist than
to an Applied Linguist. If your country is torn by civil war between people who use two scripts,
you ask for a United Nations Peacekeeping Force. If you are drafting a new law, you go to a
constitutional lawyer or a civil servant. The problem-solving successes of Applied Linguistics have
included devising orthographies for languages that have no written form and inventing simplified
languages for mariners; Applied Linguists have played a part in EU projects on translation and on
linguistic diversity. Most successes have, however, had to do with language teaching, such as the
syllabuses and methods that swept the world from the 1970s onwards, particularly associated with
the Council of Europe.

At a general level we can draw three implications from this:

1. The Applied Linguist is a Jack of all trades. Real-world language problems can seldom be

resolved by looking at a single aspect of language. Since Applied Linguistics is
interdisciplinary, the Applied Linguist is expected to know a little about many areas, not only
of language, but also of philosophy, sociology, computer programming, experimental design,
and many more. In a sense, Applied Linguists are not only Jacks of all trades but also master
of none as they do not require the in-depth knowledge of the specialist but the ability to filter
out ideas relevant to their concerns.
An Applied Linguist who only does syntax or Discourse Analysis is an applied syntactician or
an applied discourse analyst, not a member of the multidisciplinary Applied Linguistics
profession. In other words, multidisciplinarity applies not just to the discipline as a whole but
also to the individual practitioner.

2. The Applied Linguist is a go-between, not an enforcer, a servant, not a master. The problems
that Applied Linguistics can deal with are complex and multi-faceted. As consultants to other
people, Applied Linguists can contribute their own interpretation and advice. But that is all.
The client has to weigh in the balance all the other factors and decide on the solution. Rather
than saying, ‘You should follow this way of language teaching’, the Applied Linguist’s advice
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is, ‘You could try this way of language teaching and see whether it works for you’.
Alternatively, the Applied Linguist should be responding to problems put forward by language
teachers, not predetermining what the problems are; the Applied Linguist is there to serve
teachers’ needs — a garage mechanic interpreting the customer’s vague idea of what is wrong
with their car and putting it right, rather than a car designer.

3. Sheer description of any area of language is not Applied Linguistics as such but descriptive
linguistics. Some areas concerned with the description of language are regarded as Applied
Linguistics, others are not. Make a corpus analysis of an area or carry out a Conversation
Analysis and you’re doing Applied Linguistics; describe children’s language or vocabulary
and it is first language acquisition; make a description of grammar and you are doing syntax.
Overall, making a description is not in itself solving a problem, even if it may contribute to the
solution.

As this reminds us, language is at the core of human activity. Applied Linguistics needs to take
itself seriously as a central discipline in the language sciences, dealing with real problems. Applied
Linguistics has the potential to make a difference. It seems important, therefore, to reassert the
focus on language in Applied Linguistics. The unique selling point of Applied Linguistics that
distinguishes it from the many domains and sub-domains of sociology, economics, politics, law,
management and neuroscience is language. At its core it needs a coherent theory of language —
whether this comes from a particular branch of linguistics or from some other discipline — a set of
rigorous descriptive tools to handle language, and a body of research relevant to language practice.

Topic-005: Applied Linguistics: Subject to Discipline

The role of Applied Linguistics

Applied linguistics is often said to be concerned with solving or at least ameliorating social
problems involving language. This tradition of applied linguistics established itself in part as a
response to the narrowing of focus in linguistics with the advent in the late 1950s of generative
linguistics, and has always maintained a socially accountable role, demonstrated by its central
interest in language problems.

For the most part, those who write about applied linguistics accept that the label “applied
linguistics” refers to language teaching (in its widest interpretation, therefore including speech
therapy, translation and interpreting studies, language planning, etc.). One important source of that
enrichment has been the journal Language Learning, published from the University of Michigan,
providing a chronicle of the development of applied linguistics over the past 50 years (Catford,
1998).

Corder (1973) was well aware that in limiting the coverage of applied linguistics to language
teaching he was open to criticism. There are voices suggesting that applied linguistics can fulfill a
role wider than language teaching.
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Definitions of Applied Linguistics

» “the theoretical and empirical investigation of real-world problems in which language is a
central issue” (Brumfit, 1997, p. 93);

*  ““‘Applied Linguistics’ is using what we know about (a) language, (b) how it is learned, and
(c) how it is used, in order to achieve some purpose or solve some problem in the real world”
(Schmitt & Celce-Murcia, 2002, p. 1).

*  “Traditionally, the primary concerns of Applied Linguistics have been second language
acquisition theory, second language pedagogy and the interface between the two” (Schmitt,
2002, p. 2).

» “the focus of applied linguistics is on trying to resolve language-based problems that people
encounter in the real world, whether they be learners, teachers, supervisors, academics,
lawyers, service providers, those who need social services, test takers, policy developers,
dictionary makers, translators, or a whole range of business clients” (Grabe, 2002, p. 9).

+ Kaplan suggests that applied linguists “are likely to move toward the analysis of new data,
rather than continue to argue new theory” (Kaplan, 2002, p. 514).

* “the term ‘applied linguistics’ raises fundamental difficulties, if for no other reason than that
it is difficult to decide on what counts as ‘linguistics’. Given these difficulties within linguistics
proper, it is perhaps unfair to expect clean solutions and clear delimitations for defining applied
linguistics’ ” (Kaplan & Grabe, 2000, pp. 5-6).

History of Applied Linguistics

Angelis summarizes this history as follows:

» Applied Linguistics in North America does have identifiable roots in linguistics.

» While North American applied linguistics has evolved over time; in its orientation and scope,
so has North American linguistics.

» Asignificant amount of work directed to real-world issues involving language can be attributed
to leading North American linguists, although not characterized as applied linguistics.

» Much of what can now be seen as groundbreaking applied linguistics type activity was carried
out prior to the formal appearance of applied linguistics or of linguistics as recognized fields
of endeavor. (Angelis, 2001)

McNamara (2001) points to a different tradition for Australian applied linguistics. In contrast to
both the UK and the USA, Australian applied linguistics took as its target the applied linguistics
of modern languages and the languages of immigrants, rather than of English; this alongside the
considerable work in the applications of linguistics to the development of teaching materials and
writing systems for aboriginal languages. The Australian tradition of applied linguistics shows a
surprisingly strong influence of continental Europe and of the USA rather than of Britain.

Davies (2001) argued that the British tradition represented a deliberate attempt to establish a
distinctive applied linguistics which was not linguistics (and therefore, by implication, not
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Linguistics-Applied). The British Association of Applied Linguistics (BAAL) was formally
established in 1967, with the following aims: “the advancement of education by fostering and
promoting, by any lawful charitable means, the study of language use, language acquisition and
language teaching and the fostering of inter-disciplinary collaboration in this study” (BAAL,
1994). The British tradition is well represented in the Edinburgh Course in Applied Linguistics
(Allen & Corder, 1973-5; Allen & Davies, 1977), which did not have as a subtitle “in language
teaching.” It was largely taken for granted in the 1960s and 1970s that applied linguistics was
about language teaching.

Applied Linguistics as an Ethical Profession

Unlike “strong” professions, such as medicine and law, applied linguistics (and other “weak”
professions) lack sanctions. As such they do not control entry nor do they oversee continuing
membership or license members to practice as professionals. However, what they can do is create
an ethical milieu and in this way exercise informal control. They can establish a professional
association, mount training courses leading to degrees and certificates, they can organize internal
discussions, hold conferences and annual meetings of the national associations, and provide
regular publications (such as Applied Linguistics, the International Review of Applied Linguistics,
the Annual Review of Applied Linguistics, the International Journal of Applied Linguistics). In
these ways, in applied linguistics, consensus can be achieved on what is required to become a
professional applied linguist.

What is more, a “weak” profession can develop an ethical framework, such as is to be found in a
Code of Conduct or Code of Ethics. Increasingly professions have laid claim to their own
professional status by demonstrating their concern to be ethical. Indeed, House claims, ““ethics are
the rules or standards of right conduct or practice, especially the standards of a profession” (1990,
p. 91). BAAL has made clear its own commitment to be ethical by publishing its Draft
Recommendations on Good Practice in Applied Linguistics (1994). Koehn (1994) considers that
what characterizes a profession is that it serves clients rather than makes a customer-type contract.
What the professional offers is the service or duty, to be professional, to act professionally, rather
than to be successful, since success cannot be guaranteed.

Distinction between Linguistics Applied and Applied Linguistics

Widdowson presents the question in terms of linguistics applied and applied linguistics:

The differences between these modes of intervention is that in the case of linguistics applied the
assumption is that the problem can be reformulated by the direct and unilateral application of
concepts and terms deriving from linguistic enquiry itself. That is to say, language problems are
amenable to linguistics solutions. In the case of applied linguistics, intervention is crucially a
matter of mediation . . . applied linguistics . . . has to relate and reconcile different representations
of reality, including that of linguistics without excluding others. (Widdowson, 2000, p. 5)

The “linguistics applied’” view seems to be derived from the coming together of two traditions:
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1. the European philological tradition which was exported to the USA through scholars such as
Roman Jakobson,

2. the North American tradition of linguistic-anthropological field-work which required the
intensive use of non-literate informants and the linguistic description of indigenous languages
for the purposes of cultural analysis.

Bloomfield (1933, p. 509) hoped that “The methods and results of linguistics . . . [and] the study

of language may help us toward the understanding and control of human affairs.”

Topic-006: Doing Applied Linguistics: Methodological Considerations

If the Applied Linguist is a Jack of all trades, or a go-between across different disciplines and
approaches, does Applied Linguistics have a coherent methodology? Does it need one? How
would an Applied Linguistics methodology be different from that of, say, formal linguistics, or
sociolinguistics and psycholinguistics? To try to answer such questions, it is important to know
distinction between method and methodology.

Methods refer to specific techniques of collecting and analysing data. For example, a survey
questionnaire is a method, and ethnographic fieldwork is another. Whereas, precisely,
methodology is the principle or principles that determine how specific methods or tools are
deployed and interpreted.

In one sense, Applied Linguistics iIs a methodology in itself, because it is concerned with real-
world problems in which language plays a central role. Such a problem-solving approach
distinguishes Applied Linguistics from other methodologies where the main concern may be
hypothesis testing or theorization. In the meantime, Applied Linguists can employ a wide range of
methods in collecting and analyzing data, many of which are commonly used by sociolinguists,
psycholinguists, clinical linguists, educational linguists and others.

There are various ways of characterizing different research methodologies. People often think of
research methodology in terms of a quantitative versus qualitative dichotomy. In general terms,
quantitative methodology aims to uncover facts and truths in an objective way by delineating
patterns or structures, whereas gualitative methodology attempts to interpret meanings of and
relationships between objects in context.

For example, a language class could be regarded as an object for investigation. A quantitative
approach might focus on how the class is structured, what the key components of the class are, and
what role each component plays in the structuring of the class in terms of frequency and regularity.
A qualitative perspective, on the other hand, would be most likely to ask what the definition of a
class is in comparison with some other event, how the different components of a class (e.g.
participants, topic, setting) are related to each other, and why a particular language class takes
place in the way it does.
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Quantitative” methodology is used a great deal in science disciplines, while Qualitative
methodology is more common in the humanities and arts. The social sciences often use both: there
are Social scientists who are more interested in the ‘what’ and ‘how’ questions and adopt a
quantitative perspective, while others are more concerned with the ‘how’ and ‘why’ questions and
lean towards a qualitative methodology.

Applied Linguistics as a problem-solving approach does, on the surface, seem to lean towards the
qualitative perspective, although there are also plenty of Applied Linguists who are interested in
facts and figures and therefore adopt a quantitative methodology.

Perhaps a better way to understand the differences in the various methodologies is to look at the
objectives of the research. Creswell (2003, p. 6) proposed the classifications listed in Table 1.1,
which he terms ‘worldviews in research’. Such a classification helps us to think of research
methodologies in more practical ways and avoids the quantitative versus qualitative dichotomy
and the potential confusions between methodology and methods.

Table 1.1 Four worldviews used in research

Advocacy and

Postpositivism Constructvism Participatory Fragmati=m
Dretermination Understanding Political Consequences of
Reductionism Multiple participant Empowerment and actions
Empirical observation meanings issue oriented Problem centred
and measurement  Social and historical Collaborative Pluralistic
Theory verification construckion Change oriented Feal-world practice
Theory generation rienbed

One can use specific quantitative or qualitative methods and techniques, or a combination of the
two, within each of these methodological perspectives. Whatever methodology you choose to
adopt, there are certain steps you need to take in condueting a research project. These typically
include:

1. defining the research question or questions

2. collecting evidence

3. analysing and presenting findings

Defining the research question

Defining the research question is a crucial first step. The question has to be researchable, which
means that

1. there are potentially different answers to it

2. there is evidence available for you with which to answer the question
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The most common ways of finding research questions are through personal experience or reading
other people’s work. These two ways also often go hand in hand with each other. Many Applied
Linguists come into the field because of professional and personal interests. Most of the people
entering Applied Linguistics with professional or personal interests tend to have a better idea of
the broad area or topic they want to research into than of a specific, researchable question. For
example, they may say that they are interested in researching heritage language schools, or
intergenerational communication in multilingual families, or attitudes towards certain languages
in a particular community. To make the journey from such broad areas of interests to specific
research(able) questions is not always an easy or straightforward process. This is where critical
reading of the literature comes in. A good literature review serves two closely related purposes:

1. to make the reader understand why you are doing what you are doing in the way you are

doing it
2. to prepare your own argument

It should cover the following questions:

e What has been done on the topic or area of interest? Are you interested in exactly the same
topic or area, or in something that is similar but different?

e What are the questions asked by the other researchers? Can you ask the questions in a
different way? Do you have other questions to ask?

e From what methodological perspective did they ask the questions: postpositivism,
constructivism, advocacy and participatory, or pragmatism? \What methodology would you
use?

e What methods and data did they use in answering the questions? Can you improve on the
research design and method? Is there other evidence that you can provide to address the
questions?

e How did the researchers interpret their results and what argument did they put forward on
the basis of their data analysis? Do you agree with their analysis? Are there other ways of
interpreting the data?

In other words, a good, critical review should show that not only have you read extensively the
existing work in the field but you have also understood the methodology and arguments, by
pointing out the strengths and weaknesses, by comparing the results of different studies and by
evaluating them with reference to your own interests. Once you have answered the above
questions, you are likely to have a research question or even a set of questions for your own project.

Research design

It is often said that a research project only really begins when one starts to collect evidence or data.
Many students are anxious about the amount of data they collect and whether the data they have
collected is ‘good enough’. To ensure that the data you have is of sufficient quantity and quality,
you need to consider carefully a number of design issues. The first and foremost is: ‘given this
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research question (or theory), what type of evidence is needed to answer the question (or test the
theory) in a convincing way?’ (de Vaus, 2001, P. 9, original emphasis) Using an analogy, de Vaus
compares the role and purpose of research design in a project to knowing what sort of building one
is planning (such as an office building, a factory for manufacturing machinery, a school, etc.). You
can normally get a sense of what kind of evidence or data is appropriate for the research question
by reviewing existing studies — what evidence did other researchers use to support their arguments?
More specifically, you can ask the following questions:

1. Is the primary aim of the study to compare two or more individuals, situations, behaviours, or
to focus on just one? (etic vs. emic)

2. Is the data collected and analysed in numerical form or not? (quantitative vs. qualitative)

3. Is the data collected under controlled conditions or not? (experimental vs. non-experimental)
4. Is the study conducted over a period of time or at one point in time? (longitudinal vs. non-
longitudinal)

5. Does the study involve one single participant, a small group of participants or a large number
of participants? (case study vs. group study)

The terms in brackets after each of the above questions are different types of research design.

An etic study is often known as a comparative study, which involves comparing one individual, or
situation, or behaviour, with another. ARf€mic study, on the other hand, is one in which researchers
try to explore and discover patterns and meanings in situ.

The use of numerical data lies behind the difference between quantitative and qualitative research
design. A quantitative study is essentially about explaining phenomena and identifying trends and
patterns by collecting and analysing data numerically, while a gqualitative ‘design is an umbrella
term that covers a variety of methods which focus on the meaning of the phenomenon being
investigated and do not involve numerical data.

EXpéerimental’stuidies collect data under controlled conditions. The purpose of the ‘control’ is to
keep everything, except for the variables under investigation, as similar or comparable as possible
so that the experimental results can be reliably attributed to the changes in variables. In a non-
experimental design; researchers do not manipulate the conditions. This design is suitable for
research questions that aim to explore the phenomena in a more natural manner, such as
spontaneous interaction, to find out opinions, attitudes or facts or to assess current conditions or
practice.

Longitudinal design refers to studies in which data are collected from a small number of subjects
over a period of time, and is suitable for answering research questions that aim to explore changes
and development over time or to evaluate the effectiveness of a training programme or the impact
of an experience. Cross-sectional design, on the other hand, refers to the type of studies in which
data is collected at one point in time from a large number of subjects grouped together according
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either to age or to other variables such as length of stay in a new country. It can be used to explore
the relationship between various variables, for example, the correlation between the degree of
appropriateness in use of the speech act by an English-as-a-foreign-language learner and the length
of stay in an English-speaking country; or to describe the developmental pattern of a particular
feature or skill such as the development of Intercultural Communicative Competence.

Case'study design is an in-depth investigation of, usually, a single subject. It can be used to
describe the linguistic or communicative behaviour of an individual member of a group, to refute
a claim by providing counter-evidence, or alternatively to show what is possible as positive
evidence. Group'study involves a group of individuals instead of one subject. Single case study
and group study are very often combined with longitudinal and cross-sectional designs. For
example, a case study can be conducted longitudinally, and a group study can be done cross-
sectionally.

There are two further types of research that are increasingly popular in Applied Linguistics,
namely, action research and critical research. Action research belongs to the pragmatist and the
advocacy and participatory methodological perspectives in Creswell’s framework. It is a reflective
process of problem solving. Some people think of action research as case studies. It is true that
most often action research is done on a case-hy-case basis. But the key to action research is that it
Is aimed at improving the way the individuals involved in the research process address issues and
solve problems.

Action research can also be undertaken by larger organizations or institutions, assisted or guided
by researchers, with the aim of improving their strategies, practices, and knowledge of the
environments within which they practise. Kurt Lewin, who is believed to have coined the term
action research, described it as ‘a comparative research on the conditions and effects of various
forms of social action and research leading to social action’ that uses ‘a spiral of steps, each of
which is composed of a circle of planning, action, and fact-finding about the result of the action’
(1946). Action research has been particularly popular among language teaching professionals who
wish to improve their own as well as their organization’s professional practice through the
reflective research process.

Critical research: It cuts across the constructivist, the advocacy and participatory as well as the
pragmatist methodological perspectives. Critical research has two rather different origins and
histories, one originating in literary criticism and the other in sociology. This has led to the rather
literal use of “critical theory’ as an umbrella term to describe theoretical critique. Critical research,
in the sociological context, is underpinned by a social theory that is oriented toward critiquing and
changing society in its totality, in contrast to traditional theories oriented only to understanding or
explaining it.
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Critical research has been particularly appealing to some Applied Linguists because of the shared
interests in language, symbolism, text and meaning. In the 1970s and 1980s, Jurgen Habermas
redefined critical social theory as a theory of communication, that is, communicative competence
and communicative rationality on the one hand, distorted communication on the other. Applied
Linguists who adopt the critical research perspective have focused on the processes of synthesis,
production or construction by which the phenomena and objects of human communication, culture
and political consciousness come about. This is reflected in much of the discussion on language
ecology, language rights and linguistic imperialism, as well as on gender and ethnicity in language
learning and language use (e.g. Pennycook, 2001; Sealey and Carter, 2004).

Data collection

The data that Applied Linguists are interested in can be broadly identified in two categories:
interactional and non-interactional data.

Interactional data consist of a continuum with elicited conversation and naturally occurring
conversation at each end, according to the degree of naturalness. Conversation can be elicited
through a range of methods and techniques such as discourse completion tasks, recall protocols,
or role play. The key issue for the interaction obtained through elicitation is its comparability to
naturally occurring interaction. For naturally occurring conversation, the key issue is how to
capture it (using observation sheet vs. audio-visual recording, for example) and how to strike the
balance between details and analytical approach (Interactional or Conversation Analysis). In
addition to elicited and recorded conversation, conversation data are also available ina number of
other sources such as data banks, the Internet and other mass and social media.

The so-called non-interactional data are data about language practices rather than samples of
language practices themselves. Surveys, questionnaires, interviews, self-reports, standard
assessments and laboratory experiments can all be used to collect non-interactional data. They are
often used to collect large amounts of information from sizeable populations. With the exception
of self-reports, the researcher normally has an expectation of what the responses (i.e. data,
findings) will be. They are therefore more often used to test hypotheses or verify existing findings
and claims. Some Applied Linguists are also interested in critical analysis of public discourse or
media language.

Ethnography is sometimes used as a data collection technique when the researcher is particularly
interested in exploring the meaning of a phenomenon. Ethnography is in fact more of a
methodology than a method; it is a holistic approach to social phenomena and social practices,
including linguistic practices, with specific references to both historical and present contexts.
Ethnography requires rich data, often collected through a combination of different means including
recordings, interviews and questionnaires. But the key data collection method for ethnography is
in situ observation. Observation enables the investigator to describe events, actions, behaviours,
language use, and so on, in detail and to interpret what has happened in context. During
observation, researchers make field notes of what they see in as much detail as possible. There are

©Copyright Virtual University of Pakistan Page 15



different types of observations, depending on the researcher’s role and visibility in the event under
study.

Researchers can either actively take part in observation and have maximum contact with the people
being studied or remain as unobtrusive as possible. The main advantages of ethnographicl
observation are that it allows the researcher to uncover information previously unknown, to gain
an in-depth description, and to capture a series of events and processes over time. The challenges
are several: researchers may have biases in selecting what to note down; it is difficult to
differentiate describing from interpreting what has happened; documenting an event while
observing and participating in activities can be a demanding task. There is a huge amount of
published literature on specific techniques and tools for collecting data.

Analysing and presenting findings

Data analysis follows closely from research design. It is advisable to consider how you intend to
analyse and present the findings during the design stage of the research process, before you start
collecting data.

Quantitative data are most often analysed through statistics and presented in various figures, tables,
graphs and diagrams. There are ample guide books for students on how to do quantitative and
statistical data analysis. Qualitative data, on the other hand, are usually presented in discursive
accounts, with quotations and samples of actual data. For both quantitative and qualitative data
analysis, accuracy and accountability are paramount.

We are talking about accountability to the participants, to the situation that has been investigated,
to the researcher himself or herself, as well as to the wider audience. The researcher should be
truthful and honest not only in describing what they have observed but also in explaining what
their ideological stance may be, what they expected to find, and how their identity and relationship
with the people they studied impacted on the findings.

If you have collected interactional data, transcription is the key first step towards analysis. There
are different techniques of transcribing language in interaction; for example, Conversation
Analysis (CA) specifies a set of conventions for sequential analysis. There are also computer
software and other new technologies to assist you in transcribing interactional data, including
nonverbal communication and multimodality data. However, most people do not follow a specific
set of transcription conventions tightly. And most people do not transcribe everything that has been
recorded. It could be argued that one cannot transcribe everything after the event has taken place
anyway. There are, therefore, certain decisions one has to make in transcribing interactional data:
what is to be transcribed and what is to be left out; what gets highlighted or emphasized and how;
what should be done to ambiguous elements, for example, when it is not clear who the speaker
was, or what was being referred to. As Ochs (1979) remarked over 30 years ago, such decisions in
transcription are also theoretical decisions that would affect the way data is interpreted.

Ethical considerations
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As Applied Linguistics research often involves human subjects, following ethical considerations
are crucial.

Justification: the proposed research will achieve worthwhile objectives and the time and resources
needed for the research are justifiable. Participants’ welfare and public responsibility are
paramount. Where the project may potentially put the participants at risk, either physically or
psychologically, care must be taken to ensure that the benefits of the project outweigh the risks.
Appropriate support mechanisms need to be provided to minimize any potential risk. Where there
is a possible conflict of interest (e.g. the work is to be carried out in the same organization or
sponsored by an organization), a case must be made.

Access to participant(s): this includes issues of participants’ privacy, the need to reduce
invasiveness of the presence of researchers, issues of confidentiality and anonymity, and so on.
Informed consent: when seeking consent, participants need to be fully informed about the aim
and nature of the project and any potential risks. They should be made aware of their rights in the
project, such as the right to withdraw at any time, the right to refuse to answer any question, the
right to ask any question, and so on. With young and school-age children and vulnerable
populations such as patients, consent must be sought from their parents, guardians, carers or
schools (if the research is carried out on the school premises or with assistance from the school).

Other ethical concerns relevant to studies in Applied Linguistics include:

Participants’ language ability: whether participants’ language ability is sufficient for them to
understand the informed consent form.

Cross-cultural differences in ethics: there may be differences in the ethical considerations
between the culture in which the research is carried out and the culture from which participants
come. This issue is particularly relevant to studies on Study Abroad and intercultural interactions.
It is important to anticipate any potential differences and clarify any misunderstandings.

Most educational institutes have an ethics committee which oversees the ethical approval and a set
of ethical approval procedures. Students must check the procedure and seek approval before
carrying out data collection. In addition, ethical guidelines are provided by some professional
bodies or research journals. For example:

e TESOL Quarterly Research Guidelines are available at: www.tesol.org/.

e British Association for Applied Linguistics (BAAL) has a set of recommendations for good
practice in Applied Linguistics student projects at: www.baal.org.uk/.

e American Association for Applied Linguistics (AAAL) has passed a range of resolutions
that affirm the commitment to promoting diversity, oppose discrimination on the basis of
accented speech, support the use of language analysis in relation to questions of national
origin in refugee cases, oppose the labelling of English as the national language in the US,
and so on: www.aaal.org/.

e Wray and Bloomer (2006) also provide useful information on the differences between
confidentiality and anonymity and on data protection laws.
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e Structuralism
e Generativism
e Cognitivism

Language Development

Language, a system of conventional spoken, manual, or written symbols by means of which human
beings, as members of a social group and participants in its culture, express themselves. HeERry
Sweet, an English phonetician and language scholar, stated: “Language is the expression of ideas
by means of speech-sounds combined into words. Words are combined into sentences, this
combination answering to that of ideas into thoughts.” Language development is the process by
which children come to understand and communicate language during early childhood.

Topic-007: First Language Acquisition

The acquisition of language starts when children learn their first words, usually at around ten to
twelve months of age. However, children show that they have communicational abilities as soon
as they are born. At first, children cry to be noticed.

The crying is different depending on whether the child is hungry, tired or in pain.

While an outsider solely hears crying, the child’s parents are often able to distinguish between
cries and attend to the child’s need in accordance to that. This Is not a linguistic ability but rather
a first sign of communication. Infants as young as a few weeks old show the ability to distinguish
between the most intricate and accurate sounds, showing that they are ready to adapt any language
of the world as their native language (Gleason & Bernstein, 1993). Children lose this ability when
they have started to apply the language in their environment as their native language.
Lenneberg (2004, p. 106-107) collected the very first steps of language in children in his article
Language in the Context of Growth and Maturation. These are the steps that make children ‘ready’
for language.

At around twelve weeks children begin smiling when talked to and the first signs of cooing emerge.
At sixteen weeks, children start paying attention to human sounds, turning their heads in the
direction of the sound. At the same time, the cooing makes way for chuckling sounds.

Al twenty-week-old child begins using consonant sounds but their cooing and chuckling is still
very different from the sounds of the language in their environment. It sounds as though children
are realizing that they can produce different sounds. The cooing and chuckling gradually take a
turn into a more intricate babbling that appears at around six months of age.

The babbling often resembles one-syllable utterances of languages. The babbling stage is essential
in a child’s language learning process and children who do not babble usually take a longer time
to learn languages (Gleason & Bernstein, 1993).

However, when children who skip the babbling stage acquire language, they are just as fluent as
any other speaking child.
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At ten months of age children begin to imitate activities and utterances from the people around
them but they are usually not very successful in their imitation and they do not show much
comprehension of the language spoken around them.

However, they begin showing the ability to differentiate between words heard as if they are trying
to find meaning to the language in their environment. The first words that carry understanding and
meaning usually appear at around twelve months of age. From this onwards, children learn
language more progressively.

They gradually acquire new words into their vocabulary until they reach approximately eighteen
months of age. The eighteenth month level seems to mark a turning point in a child’s language
learning process.

The child seems to be on a spurt and acquires about one word per waking hour until they reach
five years of age when they will have a vocabulary of around 2,000 words and grammatical
abilities not too different from that of an adult (Jackendoff, 1994).

Grammar Acquisition

The earliest level of a child’s language happens between the ages of twelve to eighteen months
when they are still acquiring their first words. This stage in the language learning process is often
called the holophrastic stage since children only use one word as a way to communicate and there
1s not much to go on. Despite the ‘lack’ of language during the holophrastic stage, a grammar
begins to emerge in a child’s language. There is no syntax since only one word is used to describe
the child’s meaning but children use this one word as a whole sentence.

Children choose the words they use carefully and use the most informative and descriptive words
they can find. For example, words such as down can have more than one or two meaning such as
put me down or let’s go downstairs etc.

A child enters a two-word stage of language at around eighteen months of age. That happens when
a child starts combining words into sentences and beginning to use inflections.

While the two-word stage is yet not very complex grammatically, children have a much better way
of being understood than at the holographic stage. Sentences, like ‘baby chair’ meaning the baby
is sitting on the chair or ‘doggy bark’ meaning the dog is barking, occur and the children show
frustration when they are not understood (O’Grady, p. 377).

Children will most likely not have acquired syntactic categories but it is hard to determine whether
they have since their utterances are normally very short and targeted.

Comprehension exceeds production considerably at the one- and two-word stages of language. If,
for example, a child would sit in front of a screen with two pictures, one of a woman kissing an
apple and another of the same woman Kissing keys, and the sentence the woman is kissing the keys
is uttered the child will linger longer at the picture where the woman Kisses keys.
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This accounts for simple irreversible sentences. However, an experiment was run to test whether
children knew the difference between subjects and objects in reversible sentences like Cookie
Monster is tickling Big Bird (O’Grady, 2008).

In order to figure that out the experimenter had to learn whether children learn a ‘big rule’ or a
‘little rule’ at each stage. If a child knows the fbig tule’, he or she knows that the subject precedes
the verb and that the object follows the verb. If, however, the child has only learnt the [little rule’,
they make a rule out of the action verb.

The children in the experiment were made watch funny actions like one toy animal pushing another
one down a chute (O’Grady, 2008, p. 119). The action, they were told, was called blicking. Then
they were asked to ‘make Cookie Monster blick Big Bird’.

It turned out that it was not until children became three and half years old that they started to
comprehend the difference between the subject and object in reversible sentences.

Children younger than that tended to make Big Bird blick Cookie Monster as much as the other
way around. It also became clear that children on the first two levels of language tend to rather
make a ‘little rule’ out of sentences than the ‘big rule’. Children begin showing that they have
developed grammar into their speech as they enter the telegraphic stage of language. This happens
when a child’s utterances become longer and more complex, usually around the time they reach
two years of age. It is called the telegraphic stage because children will not yet have acquired
bound morphemes in their speech, making their utterances resemble telegrams. At this point a
child’s sentence will involve a phrase structure with a head and a complement. They will utter
sentences carrying full meaning like I good boy, What her name? and Me wanna show mommy
(O’Grady, p. 378).

The sentences are simple grammatically but are understandable. The child’s abilities at syntactic
order are remarkably good at the telegraphic stage. Although they do not raise bound morphemes,
determiners or even the right verb, they will most likely get the syntactic order correctly.
Children still show greater comprehension than production at the telegraphic stage. For example,
they do not use determiners but they will be surprised when their parents leave those words out of
their speech or if they speak in a distorted manner. In order to get a better picture of to what extent
the comprehension holds, an experiment was run by Katz, Baker and Macnamara to test children’s
comprehension over production regarding common and proper names (1974, p., 469-473).

The experiment was done with both genders, and the children averaged at 23 months old. The
children were asked to play with dolls and blocks. The dolls and blocks were identical in almost
every aspect except for the dolls differing in hair color and the blocks in color. Half of the dolls
and blocks were given nonsense names (zav for example) and the names were divided into
common (a zav) and proper names (Zav). Then the children were asked to pick up either a zav or
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Zav (depending on which noun they were experimenting) and do something with it. For example,
they were asked to feed Zav, hug a Zav or stack the blocks in this way or another. When the proper
name was used for the dolls, the children picked a particular doll with the name Zav about 65% of
the time. When it came to choosing a zav however, they usually picked a random doll from the
group. The results differed considerably between boys and girls but both genders showed better
comprehension to some extent.

The experiment showed that despite children not necessarily using the difference between common
and proper nouns in their own speech, they still show some awareness of the difference
grammatically.

A child stays at the telegraphic stage for about half a year followed by a time when they constantly
acquire more complex grammar into their speech along with a remarkable growth of vocabulary.

In a three-year-old child “grammatical complexity of utterances is roughly that of colloquial adult
language, although mistakes occur”(Lenneberg, 2004, p. 107) and a five-year-old child’s language
resembles that of an adult, with a complex grammar structure and syntax, and a large vocabulary.
At later stages, children eventually acquire the ability to use the Merge operation in their language.
It can therefore be said that when children can use the ability to merge and have knowledge of
generative grammar consisting of transformations, the grammar of language is fully acquired.

Although children still make grammatical mistakes in their speech until they reach around nine or
ten years of age, they have language figured out completely long before that time. It is important
to note that while all this knowledge is acquired during a remarkably short amount of time, children
are constantly exposed to imperfect language and they receive little help from their environment.

Innateness

Chomsky’s claim

Grammar is a mental system that allows people to form and interpret both familiar and novel
utterances (O’Grady et al., 2011).

After a child reaches eighteen months of age, a grammar begins to emerge in his or her language.
When that happens, the child rapidly acquires most of the grammatical rules and syntactic structure
without any help but from the language they are exposed to in their environment. All normal
children master their native language and most children have the grammar of an adult’s colloquial
language by their fifth birthday. It is certain that children must be exposed to language in order to
acquire it but they do not learn language by imitating or from corrections alone.

For example, the language learning process it too complex to be obtained through imitation, and
children are also not very successful at imitating sentences that contain novel words or sentences.
Children only imitate 5- 40% (depending on each child) of the time when they converse with adults
(O’Grady, 2008, p. 167).
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Children are not taught language either. Studies show that parents do not often correct children
when they make grammatical errors in their speech and they much rather correct their child when
it comes to factual errors (O’Grady, 2008).

When the parents decide to correct their child’s grammatical mistakes it turns out to be almost
impossible and children must acquire the rules of language independent from parental stimuli.

Children are therefore deprived of direct teaching until they start school at the age of five or six
and by that time they have become fairly fluent speakers of their native language. Furthermore,
studies show that adults all over the world change the way they speak when they speak directly to
children. They speak with a higher pitch, they simplify grammar and they reduplicate (Ferguson,
2004, p.183).

Children are exposed to imperfect language from the adults around them and yet they learn
language perfectly, independent of intelligence or 1Q.

All children manage to learn language themselves and they do so with remarkably little trouble,
given the complexity of the system they are learning. A three-year-old child can speak to an adult
about nearly any commonplace or day-to-day subject without trouble. Yet, that same child has still
not learnt general etiquette or the ability to tie his or her shoes.

It turns out that language involves subconscious knowledge and children might not be aware of all
the knowledge they possess when it comes to knowledge of language.

Every child learns language. Children with an immensely low IQ and even children that are way
behind in most other aspects of the maturation period usually manage to acquire languages
perfectly and often they manage to do that in line with normal children. There are examples of
children who cannot draw a circle or build from blocks that master their native tongue the same
way and at the same speed as normal children. This clearly shows that it is natural for humans to
acquire language and that language is not simply a general capacity based on general intelligence.

With the innateness hypothesis Chomsky came to the conclusion that the only way children can
acquire the intricate rules of grammar and syntax, when they are still yet to mature on many other
levels, is if they are born with knowledge of the fundamental organizing principles of grammar.
He called this knowledge of grammar Universal Grammar. Children use Universal Grammar to
get a grasp of the language in their environment and apply it in their native language.

It is based on the idea that all languages have the same ancestor and that the grammars of all natural
languages share the basic aspects of grammar, i.e. the basics of syntax (O’Grady et al, 2011).
This is likely to be true, as it is believed that all languages evolved from one parent language and
therefore Universal Grammar is what twines the languages of the world together (Putnam, 1967).
By hypothesis it is a priori in some sense and present in children before linguistic experience
begins.

©Copyright Virtual University of Pakistan Page 23



The inborn grammar helps making first language acquisition a relatively simple process for
children. It helps children figure out the fundamental generative grammar of their native language.
Generative grammar represents what one knows when one knows a language. What constitutes
knowing a language is made up of the things that are learnt and the general principles that are
inborn.

Generative grammar is made up of a set of transformations or syntactic rules that can move an
element from one position to another. According to Chomsky, a person knows language fluently
when they have reached full comprehension of the generative grammar of their native language.
The innateness hypothesis is the hypothesis that children’s brains are ‘programmed’ to learn
language. It is important to note that while children seem to have the ability to acquire language
easily, adults acquiring a second language find it a much more difficult process.

This makes Universal Grammar available only to children acquiring their first language. In order
to apply the inborn ‘awareness of language’ and experience of language into knowledge that a
child can use, there must be some sort of a drive within a child’s brain that pushes this
comprehension forth.

Chomsky explains this drive as a language faculty or a language acquisition device (LAD). The
language faculty is allegedly located within a person’s brain and converts experience and imnborn
knowledge into knowledge of language. It helps children make use of the knowledge they possess.

Ever since Chomsky presented his theory, it has become an influential view among linguists that
children are born with prior knowledge of the type of categories, operations and principles that are
found in the grammar of a human language (O’Grady et al., 2011, p. 387).

Children, therefore, know that the words in the language they are acquiring will belong to a small
set of syntactic categories and that they can be combined in particular ways to create larger phrases,
while they have to learn the words they later divide into categories.

Topic-008: Second and Additional Language Acquisition

Second language acquisition and learning is defined as learning and acquisition of a language once
the mother tongue or first language acquisition is established.

The additional language, which can be a second language (L2) or a foreign language (FL) is usually
defined as a language acquired after the native language(s) (L1s), typically after the age of three.

Proficiency in the interlanguage can range from minimal to highly advanced, and in some cases,
it can be indistinguishable from the speech produced by native speakers of a similar socio-
economic background.

A good learner

In SLA, a puzzling question arises that why and how some learners manage to become
indistinguishable from native speakers in the foreign language while others are identified as non-
native speakers from the moment they open their mouth, even after spending years in the target
language environment.
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Interestingly, the parable of the tortoise and the hare also applies to SLA: those who make quick
progress early on in the learning process are not always the ones who end up being most proficient
in the foreign language.

Is it possible then to draw a profile of the prototypical “good language learner”? This has been
attempted by a team of Canadian researchers (Naiman, Frohlich, Stern & Todesco, 1978) who
looked at a group of 72 Canadian high school students learning French as an L2.

The authors looked at “good language learners”, i.e., the participants who had any distinctive
psychological profile and scored highest on the Listening Test of French Achievement and an
Imitation Test. Naiman and his colleagues found nothing conclusive, but that has not stopped
further research in this direction (Griffiths, 2008).

Since the difference between individuals with an apparent talent for learning foreign languages
and those who lack such a talent originates in the brain, some researchers have looked to see
whether pathological language talent was related to increased growth of particular brain areas
(Geschwind & Galaburda, 1985).

The findings of such studies are often disappointing, as no clear and straightforward conclusions
can be drawn from the observations.

The fact that the neurological basis for language talent or ability cannot be identified does not alter
the fact that some individuals seem to possess higher levels of “ability” (both intelligence and
language aptitude) and motivation which together seem to constitute the primary individual
difference variables involved in language learning (Gardner, 2006).

Topic-009: Language and the Brain

The objects of study that must be linked in neurolinguistics are language and neural components.
Approaches to neurolinguistic studies are the localization of speech relevant areas of the human
brain and to find out about the connection how these areas work together.

The human nervous system is composed of the central and the peripheral system.

The peripheral nervous system is responsible for the regulation of vital body functions such as
breathing and temperature maintenance, etc.

The central nervous system consists of the brain and the spinal cord.

Most crucial for neurolinguists is the brain itself, or more precisely, the outer surface of the cerebral
hemispheres, the cortex.

The center of human speech and language processing has been localized in the cortex.
Localization of Language

The human brain is split into two hemispheres. The left hemisphere controls any muscular activity
on the right side of the human body and the right hemisphere operates vice versa. But how to
localize the representation of brain centers for speech and language?

This search dates back to the early nineteenth century. Some physicians observed that brain injured
patients with damage on the left hemisphere often lost speech or linguistic abilities while people
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with a lesion on the right side did not lose this ability. From the vantage point of the present, the
dominance of the left hemisphere for language is largely uncontroversial.

Recent studies estimate that 97% of the population has language represented in the left hemisphere
(Obler and Gjerlow, 28).

How the human brain is able to process and store information, especially language relevant data
like the meaning of words and grammatical rules!

The topic is also remarkably interesting for computer scientists and closely related to artificial
intelligence topics.

Considering linguistic topics, simulated neural networks are often used to represent grammatical
rules in computers. They might even be the key to genuine synthetic speech, both understanding
as well as producing.

Topic-010: The Einguistics Schools'of Thought

Functionalism

Structuralism

Generativism

Cognitivism

Functionalism

In linguistics, functionalism can refer to any one of various approaches to the study of grammatical
descriptions and processes that consider the purposes to which language is put and the contexts in
which language occurs, also called functional linguistics which contrasts with Chomskyan
linguistics.

Christopher Butler notes that "there is a strong consensus among functionalists that the linguistic
system is not self-contained, and so autonomous from external factors, but is shaped by them"
(The Dynamics of Language Use, 2005). For functionalists, the language is first and foremost an
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instrument for communication between human beings, and this fact is central in explaining why
languages are as they are.

This orientation certainly corresponds to the layperson’s view of what language is. Ask any
beginner in linguistics, who has not yet been exposed to formal approaches, what a language is,
and you are likely to be told that it is something that allows human beings to communicate with
one another.

There are many functionalist approaches which have been put forward, and they are often very
different from one another. Two prominent ones are Role-and-Reference Grammar (RRG),
developed by William Foley and Robert Van Valin, and Systemic Linguistics (SL), developed by
Michael Halliday.

RRG approaches linguistic description by asking what communicative purposes need to be served
and what grammatical devices are available to serve them.

SL is chiefly interested in examining the structure of a large linguistic unit--a text or a discourse--
and it attempts to integrate a great deal of structural information with other information (social
information, for example) in the hope of constructing a coherent account of what speakers are
doing.

Functionalist approaches have proved fruitful, but they are usually hard to formalize, and they
often work with 'patterns,’ ‘preferences,’ ‘tendencies," and ‘choices,’' in place of the explicit rules
preferred by non-functional linguists.

Structuralism

Structuralism posits that things cannot be understood outside of the context in which they appear.
While at first glance this might seem self-evident, structuralism goes beyond mere historical
insight and argues that context creates meaning.

This is a notion that has its roots in structural linguistics. Saussure’s insight was that words are
arbitrary; they have no direct connection to the thing they refer to. More than that, their meaning
is determined by context. Meaning in language is created by difference—the relationship of one
word to all the other words around it. There is a certain kind of negativity in all this. We understand
things by what they are not.

In his book titled ‘Beginning Theory’, Peter Barry lays out three principles that Saussure used to
develop this idea.

The meaning of words is arbitrary; the connection between the letters that form “DOG” and the
actual animal is not inherent in the word itself. Rather, it is something that speakers of English
agree on.

The meaning of words is relational and dependent on the meaning of other words. Barry’s example
uses the words “hut” and “shed.” Although they are similar in meaning, if there was no word for
“shed,” then the meaning of “hut” (or some other word) would change to include and signify a
small building used for storage.
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Language constitutes our understanding of the world, which is to say that words mediate our ability
to know reality. Barry mentions the difference between “terrorists” and “freedom fighters.” Each
word has an arbitrary relationship to the actual person being referred to, but the political content
of each term frames our understanding of that person.

Another way to think about structural linguistics is to understand Saussure’s terms “langue” and
“parole.” “Parole* refers to a particular utterance in a language, and “langue” refers to the entire
system of language which that utterance belongs. The utterance only makes sense if you are able
to place it in the larger linguistic structure it belongs to.

Structuralism: Methodological Principles

To understand the major methodological principles of structuralism, one must first understand
what structuralism is.

Structuralism, as a linguistic theory, is that words "have to be seen in the context of the larger
structure they are part of” (Beginning Theory by Peter Barry). This means that a word is only a
word because of the words that surround it.

According to Saussure

the meanings we give to words are arbitrary. The physicality, or structure of a word, holds no
bearing to its connotation nor denotation. (The only exceptions may be onomatopoeia, however,
because even these vary by language, it is not necessarily correct.)

the meanings of words are relational. "No word can be defined in isolation from other words"
(Barry). It is necessary to have other words frame a context to understand one word. There are no
intrinsic, or fixed meanings in words. If a group of people were asked to think of “dog," some
people may mentally conjure a border collie, others a beagle, and others a labrador, etc. While
these are all dogs, and would correctly fit under the category of "dog,” this word would not
accomplish simultaneous thought, or a fixed meaning.

language constitutes our world. Because language exists, thought exists (think 1984 and the
removal of words from the dictionary). Because the word "freedom™ exists, we understand the
concept; however, if no such word existed, the thought would be vague or unclear, at the very
least.

Generativism

In 1957 Noam Chomsky published Syntactic Structures, a statement of the principles of
transformational generative grammar (TG). This grammar had a profound effect on the study of
all languages, including English.

Generativism is ordinarily demonstrated as having developed out of, and in reaction to the earlier
influenced school of post Bloomfieldian American descriptivism which is particularly an edition
of structuralism.
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Generativism is the term used to refer a theory of language which has been developed over the last
two decades, by Chomsky and his companions. Generativism not only influenced the branch of
linguistics but it became an important discipline in philosophy and psychology of language.

A grammatical model of a language is an attempt to represent systematically and overtly what the
native speaker of that language intuitively knows. A model is thus a system of rules that relates
patterned sounds to predictable meanings and which reflects a speaker’s ability of to make infinite
use of finite means.

Generativism describes its concern with the essential and feasible features of human language by
means of generative grammar of one type or other. Generative grammar stresses on the biological
grounds for acquisition and use of human language, and the universal principles that constrain the
characteristics of all languages.

Transformational generative grammarians set themselves the task of creating an explicit model of
what an ideal speaker of the language intuitively knows. Their model must assign a structure,
therefore, to all the sentences of the language concerned and only to these sentences.

As a first step towards this, Chomsky distinguished between competence (which defines as the
ideal speaker-hearer’s knowledge of his language) and performance (which is ,.the actual use of
language in concrete situations).

Chomsky assumes that every sentence has an inner hidden deep structure and an outer manifest
surface structure. The grammar of English will generate, for each sentence, a deep structure, and
will contain rules showing how this deep structure is related to a surface structure. The rules
expressing the relation of deep and surface structure are called “grammatical transformations”.

According to Chomsky, language and human cognition develop at the same time.

Language is innate; its characteristics are universal among humankind. This phenomenon is same
like child’s normal development, in spite of a skill learned by some and not by others, such as
operating a computer or riding a horse.

Children must ensure the specific sound meaning combinations and parameter setting used in their
surroundings.

According to this theory language is set of syntactic rules which are universal for all humans and
implicit the grammars of all human languages. This feature of language termed as Universal
Grammar by Chomsky.

Chomsky introduces a term in his research i.e., I-language & E-language. By I-language he means
to say that systems are productive, in the sense that they permit to construct and understand the
meaning of indefinitely many utterances that have never occurred before in user’s experience.
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Actually from the supposition that human languages have the characteristic of recursion and this
reflects to be logical assumption it says that the set of possible utterances in any language is infinite
in number (Chomsky, 1957).

The competence-performance distinction is at very heart of Generativism.

Linguistic competence is the set of rules which speaker has constructed in his mind. The theory of
generative grammar can be detected as linguists construct a model for, that part of linguistic
competence which is universal and considered to be innate.

This aspect of generativism, with its new interpretation brings the revival of the traditional belief
of universal grammar, which has awakened the attention of psychologists and philosophers.

A child, according to Chomsky, is constructing an internalized grammar as; he looks for
regularities in the speech he hears going on around him, then make guess as to the rules which
underlie the patterns.

His first guess will be a simple one. His second amended hypothesis will be more complex, his
third, more elaborates still. Gradually his mental grammar will become more sophisticated.
Eventually his internalized rules will cover all the possible utterances of his language.

According to Chomsky, then, a hypothesis-making device, linguistic universals, and (perhaps) an
evaluation procedure constitute an innately endowed Language Acquisition Device (LAD). This
rich innate schema contrasts strongly with the point of view popularly held earlier in the century
that children are born with blank slates as far as language is concerned.

Recently, Chomsky has spoken of “a system of universal grammar with highly restrictive
principles that narrowly constrain the category of attainable grammars” (Chomsky, 1980), in
which he uses the term “universal grammar” to refer to properties of human, biological
endowment”.

Language universals, Chomsky suggests (1965), are of two basic types, substantive and formal.
Substantive universals represent the fundamental ‘building blocks’ of language, the substance out
of which it is made, while formal universals are concerned with the form or shape of a grammar.

The substantive universals of human language, a child might know instinctively the possible set
of sounds to be found in speech. He would automatically reject sneezes, belches, hand- clapping
and foot-stamping as possible sounds, but accept B, O, G, L, and so on.

For a long time linguists have assumed that all languages have nouns, verbs and sentence even
though the exact definitions of these terms in dispute. And for a long time linguists have been
trying to identify a ‘universal phonetic alphabet’ which defines the set of possible signals from
which signals of a particular language are drawn (Chomsky, 1972).

To conclude, according to Chomsky, children would ‘know’ in advance how their internalized
grammar must be organized. It must have a set of phonological rules for characterizing sound
patterns and a set of semantic rules for dealing with meaning, linked by a set of syntactic rules
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dealing with word arrangement. Furthermore, children would instinctively realize that in its rules
language makes use of structure-dependent operations.
Cognitivism
Cognitivism as a theory of learning studies about the mental process that occurs inside the learner’s
mind has its own history about its origin and development.
The development of cognitivist theory is famous with the term “cognitive revolution”.
According to asia university (2012:106), cognitive revolution is the name for an intellectual
movement of 1950s that began with the cognitive sciences.
Cognitivism: History
It began in the modern context of greater interdisciplinary communication and research. Although
cognitive psychology emerged in the late 1950s and began to take over as the dominant theory of
learning. It wasn’t until the late 1970s that cognitive science began to have its influence on
instructional design (Mergel,1998).
It can be inferred that the development of cognitivism happened in the 1950s as the dominant
theory of learning, but, unfortunately, the impact of it in the language learning occurred in 1970s.
One of the real impacts is its influence on the instructional design. In this case, the development
of cognitive theory in psychology is a response to behaviorism.
Cognitivism replaced behaviarisSm-the theory of language learning which talks about observable
behavior and does not give any importance to the internal mental processes (the key concept of
cognitivism).
Cognitivism: Development
Factors that influenced the development of Cognitivism
According to Jordan, Carlite & Stack (2008: 36-37), four factors influenced the development of
cognitivism:

e The development of experimental psychology

e Transfer of interest from external observable behaviors to internal brain process

e The inadequacy of computer

e an interest in artificial intelligence

Cognitivism involves the study of mental processes such as sensation, perception, attention,
encoding, and memory that behaviorists were reluctant to study because cognition occurs inside
the” black box” of the brain (Jordan, Carlite & Stack, 2008:36).

Cognitivism: Principles

Sensation: how the stimuli derived from external stimuli is registered in senses before being sent
for further processing.

Perception: the process to interpret and make sense something which can be seen through our
sense.

Attention: stresses in the concentrating to one thing, that the most importance than the others. It is
important to determine the conscious awareness.
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Encoding: the way to encode the information can be done through organizing and then converting
it in the form of schema. Encoding of information in the form of experience can be conducted
through two ways: bottom up and top down.

Memory: the ability to keep and remind the information in our mind. It consists of sensory
memory, short term memory, long term memory, and sensory.

The strengths of problem based learning are:
e focuses on the meaningfulness not the facts
e improves the students’ initiative, learning achievement etc.

The weakness of cognitivism is the learners learn the way to finish the task, but it is not a good
way. The strength is the students are trained to do the task in the same way thus, develops the
students with consistency behavior ( Schuman,1996 in Mergel, 1998).

A language teacher who wants to apply cognitivism in his or her classroom must consider the
strengths and weaknesses of the paradigm.

Lesson-03

TEACHING AND LEARNING LANGUAGE: APPROACHES, METHODS AND
PRACTICES-I
Outline:

o Teaching and Learning Language: Approaches, Methods and Practices
o Descriptive Linguistics
o Transformational-Generative Grammar
o Traditional Prescriptive Grammar
o Description versus Prescription: An Applied Linguistics Perspective

Topic-011: Descriptive Linguistics
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A Long History of Language Description: The earliest known attempts to describe a
language in a systematic way originated in ancient northwestern India, where the desire for a
faithful transmission of the sacred scriptures known as the Vedas brought about the need to
describe Sanskrit. The best known member of that grammatical tradition, commonly dated 5th
century BCE, is Panini—arguably the first descriptive linguist. Similar grammatical traditions
were later established in other civilizations and gave birth to the first grammars of Greek, Latin,
Tamil, Chinese, Hebrew, and Arabic. Due to the dominance of Latin in medieval Europe, most
modern languages had to wait until the Renaissance to be described for the first time— for
example, Spanish in 1492, French in 1532, and English in 1586—whether in the form of grammars
or lexicons. At the same time, the languages spoken in the newly discovered Americas also became
objects of description—often as a result of missionaries’ religious agendas. Nahiatlj the language
of the Aztecs, had its first grammar written in 1547 and Quéchua, the language of the Inca Empire,
in 1560.

As more and more languages of the world were explored and as the new discipline of
linguistics started to develop in the mid-19th century—following the groundbreaking work of
Alexander von Humboldt and the Brothers Grimm—a new approach to language description
became necessary.

Descriptive Linguistics

Descriptive linguistics (henceforth DL) is the scientific endeavor to systematically describe
the languages of the world in their diversity, based on the empirical observation of regular patterns
in natural speech.

In the 20th century the structural or descriptive linguistics school emerged. It dealt with
languages at particular points in time (Synchronic) rather than throughout their historical
development (diachronic). The father of modern structural linguistics was Ferdinand de Saussure
, Who believed in language as a systematic structure serving as a link between thought and sound;
he thought of language sounds as a series of linguistic signs that are purely arbitrary, as can be
seen in the linguistic signs or words for horse: German Pferd, Turkish at, French cheval, and
Russian loshad'.

In America, a structural approach was continued through the efforts of Franz Boas and
Edward Sapir, who worked primarily with Native American languages, and Leonard Bloomfield,
whose methodology required that nonlinguistic criteria must not enter a structural description.
Rigorous procedures for determining language structure were developed by Kenneth Pike, Bernard
Bloch, Charles Hockett, and others.

The core principle of DL is that each language constitutes an autonomous system, which
must be described in its own terms. Modern descriptive linguists carry out detailed empirical
surveys on a language. After collecting language samples from speakers, they analyze the data so
as to identify the components of the system and the principles that underlie its organization.

©Copyright Virtual University of Pakistan Page 33



Through its commitment to the empirical description of speakers’ actual practices and to the
diversity of languages as creations of linguistic communities, DL is closely allied with the social
sciences.

The research agenda of DL can be contrasted with a number of related yet distinct
approaches to language. Anthropological linguistics and sociolinguistics study, each in its own
way, the interaction between cultural or social factors and language use; by contrast, DL focuses
on the structural properties of the languages themselves.

Historical linguistics studies the diachronic processes of language change, whereas DL
focuses on the synchronic forms taken by a particular language at a given point in its development.
The endeavor to compare individual languages, and the search for potential universals, is known
as linguistic typology.

DL may be understood as the preliminary step in the typological effort, the stage during
which the facts of each individual language are established, before comparison can take place.

These subdisciplines of linguistics differ in their scientific goals, yet they essentially share
with DL the same fundamental principles, including the emphasis on a bottom-up, empirical
approach: All these approaches are complementary components of a single scientific agenda.

By contrast, the principles of BL conflict more frontally with those of formal linguistics.
Formal linguists—particularly proponents of generative grammar—claim that the facts of
language are best explained by resorting to an apparatus of theoretical principles that are defined
a priori, independently of the facts of particular languages. Descriptivists reject these aprioristic
assumptions and require that all results be derived from the observable structures of the languages
themselves.

Topic-012: Transformational Generative Grammar

The revolutionary attempt of Chomsky in linguistics actually started from his concept of
Transformational Generative Grammar (TGG.) or simply Transformational Grammar (TG).

Transformational grammar is an approach to the use of grammar in communications that
involves a logical and analytical process to fully grasp the meaning behind the words selected.
From this perspective, it goes beyond the process of structural grammar, which tends to focus on
the proper construction of sentences as the device for communication. Along with sentence
structure, this type of grammar will also attempt to explore the thought behind the words.

TG, transformational grammar attempts to apply logic to the task of looking into the deeper
meanings of the structure of sentences, and to analyze both the surface and the underlying intent
of the words used. This means employing more than just a visual approach to the words that make
up the sentence. Syntax also plays a role in the logical process of transformational grammar, as
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will context. To a degree, this type of grammar calls upon most of the tools of linguistics in an
attempt to fully analyze the spoken or written word.

One of the main proponents of the idea of transformational grammar was Noam Chomsky.
During the middle of the 20th century, Chomsky worked to develop a logical approach to analyzing
the syntax of structural grammar within the setting of the English language. As a result of his
efforts, Chomsky developed and promoted the concept of grammar as being a broader theory
regarding language structure, rather than simply defining a method for developing the structure for
sentences. This approach had been inherent for centuries in the broader concepts of universal
grammar. But due to the work of Chomsky, linguists and grammarians began to understand
transformational grammar as a discipline all its own.

Why the so-called grammar is said to be transformational and generative?

This concept is best explained by considering the two key words in the string. There are:
transformational and generative. It is necessary to do this because our knowledge of their meanings
will go a long way to provide a quick and through understanding of the concept. Transformational
is an adjectival derivation from the noun transformation. Transformation in this sense refers to a
device or a process of changing the form of one linguistic structure to another. For instance, active
sentence can be changed to a passive one while a simple declarative can be changed into a question
through the use of transformation (Lamidi 2000). Generative on the other hand is an adjective
formed from the verb ‘generate’.

And according to Tomori (1997), generate in this sense (as used in generative grammar)
does not mean to produce. It means to describe. When it is said that a rule generates a sentence,
what this means in transformational grammar is that, a particular rule or set of rules describe how
a particular linguistic element or string is formed. Combining the explanations on the above two
key words, therefore, transformational generative grammar implies the type of grammar that seeks
to explain the rules governing structural changes and the formation of utterances. “An attempt to

make explicit that knowledge which is implicit in the native speaker of any language” (Tomori
1997).

Traditional grammar refers to the type of grammar study done prior to the beginnings of
modern linguistics. Grammar, in this traditional sense, is the study of the structure and formation
of words and sentences, usually without much reference to sound and meaning. In the more modern
linguistic sense, grammar is the study of the entire interrelated system of structures— sounds,
words, meanings, sentences—within a language.

According to Chomsky the syntactic description of sentences has two aspects: viz., Surface
Structure and Deep Structure. Surface structure is the aspect of description that determines the
phonetic form of sentences; while deep structure determines semantic interpretation. The rules that
express the relation of Deep and Surface structures in sentences are called Grammatical
Transformation and hence the terms Transformational Generative Grammar. But what is a
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grammar? "A Grammar", Chomsky says ‘“consists of syntactic rules that generate certain
underlying abstract objects, and rules of semantic and phonological interpretation that assign an
intrinsic meaning and an ideal phonetic representation to these abstract object."” A grammar of a
language is supposed to be a set of rules operating upon certain data for certain purposes.

Topic-013: Traditional Prescriptive Grammar

Traditional grammar refers to the type of grammar study done prior to the beginnings of
modern linguistics. Grammar, in this traditional sense, is the study of the structure and formation
of words and sentences, usually without much reference to sound and meaning.

Traditional grammar can be traced back over 2,000 years and includes grammars from the
classical period of Greece, India, and Rome; the Middle Ages; the Renaissance; the eighteenth and
nineteenth century; and more modern times. The grammars created in this tradition reflect the
prescriptive view that one dialect or variety of a language is to be valued more highly than others
and should be the norm for all speakers of the language.

Traditional grammars include prescriptive rules that are to be followed and proscriptive
rules of usage to be avoided. ‘“When describing an emotion, use of an English word descended
from Latin is preferred over an Anglo-Saxon word’ is an example of a prescriptive rule, and ‘Never
split an infinitive’ is an example of a proscriptive rule.

The analytical study of language began around 500 BC in Greece and India. The work of
Greek scholar Dionysius Thrax is the model for all grammars o